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tivity at the �rst Workshop on Computational Complexity andStatisti
al Me
hani
s, held September 3-6 in Santa Fe, New Mexi
o. The workshop wasorganized by Gabriel Istrate and Allon Per
us of Los Alamos National Laboratory andChris Moore of the University of New Mexi
o and Santa Fe Institute and was attended byapproximately 45 parti
ipants in
luding university fa
ulty, students, and resear
hers fromindustrial and government laboratories. Most attending are US residents but a few 
amefrom Europe.The dominant theme of the workshop was thresholds or phase transitions asso
iated withstatisti
al properties of random instan
es of NP-
omplete problems. Se
ondary themes 
on-sider statisti
al properties of other random stru
tures and the use of non-rigorous methods togain intuition. Work on these topi
s spans several dis
iplines in
luding Arti�
ial Intelligen
e,Theoreti
al Computer S
ien
e, Physi
s and Mathemati
s, and seeks to reveal 
onne
tionsbetween physi
al phenomena and the nature of 
omputation.Sin
e many 
omputer s
ientists have not 
ome to fully appre
iate the use and meaningof sto
hasti
 pro
esses and statisti
s in algorithmi
 
omplexity resear
h we �rst provide asimple ba
kground related to thresholds. Although a true model for a typi
al physi
al system
an involve so many 
omponents or sites as to be
ome intra
table, it is sometimes the 
ase1



that an a

urate mathemati
al representation 
an be obtained from an approximation ofits average behavior as if it were an in�nite system. Consider, for example, the per
olationof a 
uid in a large network of sites and pipes. Given an initial 
on
entration of 
uid ata parti
ular site, the question is to determine the per
entage of sites eventually re
eiving
uid. For in�nitely large networks, regardless of detailed geometry, if the average numberof neighbors for a site is below a 
riti
al value, then the probability that a site whi
h isan arbitrarily large distan
e from the sour
e re
eives 
uid tends to 0, but if the averagenumber of neighbors is greater than a 
riti
al value the probability of re
eiving 
uid tendsto 1. This transition behavior is 
hara
terized by rapidly in
reasing lengths of 
orrelationpaths between parts of the system as the transition is approa
hed (that is, the behavior of
orrelation paths is not analyti
 for in�nite systems at the transition point). Resear
hersare �nding that this behavior is analogous to that of sear
h algorithms for 
omputer s
ien
eproblems su
h as the Satis�ability problem.The Satis�ability problem (SAT) is the question of determining whether there exists anassignment of Boolean values to variables of a propositional expression in Conjun
tive NormalForm (
onjun
tion of disjun
tions of variables or negations of variables, also 
alled 
lauses)whi
h 
auses the expression to evaluate to true. The problem is NP-
omplete. It is referredto as k-SAT if all 
lauses have k atomi
 elements. Random instan
es of k-SAT 
ontain m
lauses 
onstru
ted uniformly and independently from n variables. It has been observed thatsear
h algorithms applied to random instan
es of k-SAT typi
ally have poor performan
earound a 
riti
al threshold identi�ed by m=n = 
(k), where 
(k) is not yet known pre
iselybut is in the interse
tion of 
(2k=k) and O(2k). They are more eÆ
ient, usually, ifm=n is faraway from the 
riti
al threshold. The reason seems to be that with relatively few 
onstraints(
lauses) there are many opportunities to �nd a satisfying assignment be
ause so many existand with relatively many 
onstraints there are many opportunities to 
ombine 
onstraintsfor a refutation. At the threshold (or transition) there are few satisfying assignments and,due to sparseness properties of random formulas, it is unlikely that the existing 
onstraints
an be 
ombined in an eÆ
ient way to prove no satisfying assignment exists. In other words,
orrelation paths between 
lauses are very long resulting in long \ba
kbones" of inferredvalues to variables whi
h a

ompany solutions1.Curiously, the ba
kbones of k-SAT near the threshold seem analogous to the well-studiedba
kbones of mole
ular states that are observed during phase transitions in physi
s. As, saytemperature, is redu
ed, a ba
kbone of mole
ular magneti
 \spins" develops during a phasetransition. More than one parti
ular ba
kbone may develop, but on
e one forms, the energyneeded to \ba
ktra
k" to another rises prohibitively. This is analogous to 
omputationalwork needed to sear
h for another assignment inferring a similar number of values and1This is probably due to the fa
t that the smallest unsatis�able subformulas are getting big near thethreshold. 2



satisfying the same number of 
lauses (that is, energy state). If the analogy 
an be made
on
rete in some understandable way, we may be able to improve our understanding of thenature of \hard" problems and what it takes to make them easier. Thus, a number of peopleare studying k-SAT transitions, some with assistan
e from phase transition results. Amongother things, they are looking at the shapes of the transition 
urves hoping to determine therelationship between sharp or �rst-order transitions with hard problems and the relationshipof 
oarse or se
ond-order transitions with easy problems. Some are looking for de�nitiveways that transition behavior implies algorithmi
 behavior of any kind.SAT and a generalization known as Constraint Satisfa
tion Problems are important
lasses studied in this area and several talks at the workshop addressed these. Talks byA
hlioptas and Kirousis presented past results on bounding the transition of 3-SAT fromabove and below and highlighted te
hniques for obtaining those bounds, in
luding their lim-itations. Lower bounds have relied on analyzing Markovian migration of 
lauses throughwidths 3, 2 and 1 but su
h results have topped out at 
riti
al m=n = 3:26 whi
h is farbelow the empiri
ally obtained threshold of m=n = 4:25. Upper bounds have relied on�rst moment analyses of subsets of satisfying assignments with redu
ed varian
e. Kautzis interested in generators of satis�able formulas with distributions ranging from ones thatare everywhere tra
table to ones that have a sharp hardness threshold. These are 
onsid-ered important for testing \one-sided" or in
omplete solvers. Daud�e presented transitionbounds for k-XORSAT, instan
es of whi
h 
an be solved in polynomial time by gaussianelimination. The aim is to help gather eviden
e for 
omparing transitions on \easy" 
lasseswith transitions on \hard" 
lasses. Demopoulis presented experimental data with the aimof identifying easy-hard transitions for spe
i�
 SAT solvers. Su
h results might 
ontributeto improving SAT solvers of the future. Molloy dis
ussed models for random 
onstraintsatisfa
tion problems. He is able to 
hara
terize those in whi
h satis�ability transitions aresharp with respe
t to number of 
onstraints.Phase transitions on problems other than SAT have been studied and some results werereported at the workshop. Chayes 
onsidered the Number Partitioning Problem, whi
h is
losely related to the Subset Sum and other NP-
omplete Problems. It was shown that ran-dom instan
es of this problem, taken from a suitable distribution, exhibit a �rst-order phasetransition. This is interesting in light of the fa
t that some polynomial time solvable prob-lems su
h as 2-SAT exhibit a se
ond-order phase transition. A similar result was reported byMertens using statisti
al methods developed for the problem of identifying the minimum in alist of random numbers. However, Mertens also o�ered a 
al
ulation of the probability distri-butions of optimal and sub-optimal 
osts. Culberson experimentally 
onsidered the natureof \frozen" edges for Graph Coloring. Frozen edges in Graph Coloring are the 
ounterpartof ba
kbones in SAT. If random graphs are 
onstru
ted by adding edges one at a time, therate at whi
h edges be
ome frozen shows a rapid jump, indi
ating a sharp phase transition3



of the kind typi
ally observed for NP-
omplete problems. Boett
her presented a heuristi
for �nding good solutions to hard physi
al and 
ombinatorial optimization problems whi
his designed to be parti
ularly su

essful near phase transitions. Duxbury 
onsidered phasetransitions by 
onstraint 
ounting and presented results for a physi
al and 
ombinatorialproblem, namely Rigidity Per
olation and Minimum Vertex Cover. Borgs 
onsidered phasetransitions for random H-
olorings of re
tangular subsets of the hyper
ubi
 latti
e.Gibbs sampling has been applied su

essfully in some 
ases to 
ombinatorial optimizationproblems and several speakers reported results with this te
hnique. Braun investigated thebehavior of typi
al solutions to optimization problems, whose parameters are set randomly,with respe
t to the empiri
al Gibbs measure of one training instan
e on a se
ond test in-stan
e. His fo
us was the 
ase where \typi
al" solutions for di�erent sampled instan
es startto look very di�erent below a 
ertain temperature and their performan
e on the test instan
ede
reases. He 
onje
tured a 
onne
tion exists between the robustness of a solution sampledfrom the Gibbs distribution at �nite temperature and the hardness of approximating thesolution to the same relative error as the \typi
al" instan
e. Sin
lair presented a Markov
hain Monte Carlo algorithm that samples perfe
t mat
hings in an arbitrary bipartite graphfrom the Gibbs distribution with arbitrary non-negative weights on the edges. He obtaineda polynomial time algorithm that 
omputes the partition fun
tion to any desired a

ura
y.The following are highlights of the remaining presentations. Aldous 
onsidered bipartitemat
hing problems with edge weights taken independently from an exponential distribution.The mean of the optimal solution had been 
onje
tured to be �(2) = �2=6. Aldous veri�edthis rigorously by 
leverly identifying the limit in terms of a mat
hing problem on a limitin�nite tree. Selman dis
ussed the \heavy-tailed" phenomena in 
ombinatorial sear
h. Ifdistribution tails de
ay \slowly," sear
h me
hanisms may get \stu
k" in fruitless portions ofthe sear
h spa
e. Restarting frequently 
an mitigate this problem. Hogg and van Dam dis-
ussed algorithms for quantum 
omputing. Hogg explained how 
ertain regularities relatedto phase transitions apply to quantum sear
h algorithms and van Dam 
laimed results whi
hindi
ate quantum adiabati
 
omputing will probably not be useful for solving NP-
ompleteproblems in polynomial time. Moore showed that almost all graphs with degree 4.03 orless, in
luding 4-regular graphs, are 3-
olorable. Yuki
h found a law of large numbers anda 
entral limit theorem for the problem of sequentially pa
king unit balls in a large 
ube(the existen
e of su
h had been predi
ted using non-rigorous te
hniques). Parkes presentedsome insights on intera
tions of phase transitions, 
onstraint relaxation, and distributedand parallel sear
h methods. Marathe des
ribed resear
h aimed at proposing a \predi
tive
omplexity theory" whi
h simultaneously 
hara
terizes 
omplexity and approximability of
ombinatorial problems when instan
es are su

in
tly spe
i�ed in a 
ertain way. Reidys dis-
ussed 
ombinatorial lands
apes. Impagliazzo analyzed hill-
limbing algorithms for plantedbise
tion problems and 
ompared the results to Metropolis algorithms.4



Where do we go from here? An illusive goal has been to show that statisti
al propertiesimply some meaningful algorithmi
 
omplexity properties. Hoping for P 6= NP may beasking too mu
h. Some wonder whether we will be able to establish dire
t 
onne
tionsbetween statisti
al properties and 
omplexity bounds of some spe
i�
 problems. However,links between statisti
al properties and bounds for 
ertain 
lasses of algorithms have alreadybeen established, for example the link between sparseness and resolution in the 
ase ofunsatisfaible 3-SAT formulas. Statisti
al methods, su
h as Gibbs sampling, may lead touseful alternative algorithms for parti
ular optimization problems su
h as those studied byBraun. Non-rigorous methods 
an reveal amazing insights. But how reliable are theseinsights? At the moment, we are gathering eviden
e by attempting 
onsiderably many
omparisons between rigorous and non-rigorous results on the same problem. It will probablybe some time before we know for sure.
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